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(6) ﬂiﬁ@hLLﬂﬂuamﬁﬁﬁgﬂwﬁhLﬁaa s TNILBZANHENMIAUYUIIVNG drautlavioy)
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97 1 doyadmiiAemeAtiom Multicollinearity

OBS Y X1 X2 X3 X4 X5 TIME
1947 60,323 830 234,289 2,356 1,590 107,608
1948 61,122 885 259,426 2,325 1,456 108,632

1949 60,171 882 258,054 3,682 1,616 109,773
1950 61,187 895 284,599 3,351 1,650 110,929
1951 63,221 962 328,975 2,099 3,099 112,075

1952 63,639 981 346,999 1,932 3,694 113,270
1953 64,989 990 365,385 1,870 3,547 115,094
1954 63,761 1,000 363,112 3,678 3,350 116,219
1955 66,019 1,012 397,469 2,904 3,048 117,388
1956 67,857 1,046 419,180 2,822 2,857 118,734
1957 68,169 1,084 442,769 2,936 2,798 120,445
1958 66,513 1,108 444,546 4,681 2,637 121,950
1959 68,655 1,126 482,704 3,813 2,552 123,366
1960 69,564 1,142 502,601 3,931 2,514 125,368
1961 69,331 1,157 518,173 4,806 2,572 127,852
1962 70,551 1,169 554,894 4,007 2,827 130,081

D O PP OO ©ONO G A ®N =

Toeft Y = Swnueuiisnuh (vdendlu 1,000 aw)
X1 = GNP implicit price deflator
X2 = GNP (mhenfuduaaams)
X3 = Sauauitaisawh @endlu 1,000 aw)
X4 = Srmandifuvmmns
X5 = a“wmuﬂammﬁmaqwnﬂdw 14 9 flallordoriosmii
TIME =1

Al o Y Y A [ : o A
FUNANLNGRIMIUTZAN Y UL FTE96U waﬂmﬂﬂﬂﬂﬂmw E-Views @34
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M1 2 WAMILTEENENITNE E-Views 1] 1947-1962

Dependent Variable: Y
Method: Least Squares
Date: 02/18/07 Time: 14:42
Sample: 1947 1962
Included observations: 16

Variable Coefficient  Std. Error  t-Statistic Prob.

C 7727012  22506.71 3.433204 0.0075

X1 1.506187 8.491493 0.177376 0.8631

X2 -0.035819 0.033491 -1.069516 0.3127

X3 -2.020230 0.488400 -4.136427 0.0025

X4 -1.033227 0.214274 -4.821985 0.0009

X5 -0.051104 0.226073 -0.226051 0.8262

TIME 1829.151 455.4785  4.015890 0.0030
R-squared 0.995479 Mean dependent var 65317.00
Adjusted R-squared 0.992465 S.D. dependent var 3511.968
S.E. of regression 304.8541  Akaike info criterion 14.57718
Sum squared resid 8364241  Schwarz criterion 14.91519
Log likelihood -109.6174  F-statistic 330.2853
Durbin-Watson stat 2.559488  Prob(F-statistic) 0.000000

nWamILisvanms o R Sehgesnnud Ssnulseasenssind xifiudenmesdia (X1, X2 uay
A v G o A . . o A Y Yo o .
X5) wiin [Aifudaiausaziarsan Correlation Matrix aassiutsdaszsne laaldeds Quick

T . A ¥ 1 A U a A v o €

Group Statistics Correlations %ﬂﬂ?’]ﬂ{]@]’]ﬁi@ﬂﬂﬂ@?%aﬁ FINLNG LT FHTENANNTNNUD
g9
U

519N 3 Correlation Matrix

X1 X2 X3 X4 X5 TIME
X1 1.000000 0.991589 0.620633 0.464744 0.979163 0.991149
X2 0.991589 1.000000 0.604261  0.446437 0.991090 0.995273
X3 0.620633 0.604261 1.000000 -0.177421 0.686552  0.668257
X4 0.464744  0.446437 -0.177421 1.000000 0.364416  0.417245
X5 0.979163 0.991090 0.686552 0.364416  1.000000 0.993953

TIME 0.991149  0.995273  0.668257 0.417245 0.993953  1.000000

A 9y LA sasAA . . A v
LWBIW\IHIQS\I'mﬂ’J']L@S\ILﬂ’%aaﬂsﬁ’]ﬁ‘ﬂLﬁHﬂ’ﬂ Auxiliary Regressions AAMILIEIN UENMIA LT

Besy X ke ushuls X Awde Tenadsingeidl
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NN 4 Auxiliary Regressions

Dependent Variable: X1
Method: Least Squares
Date: 02/18/07 Time: 15:08
Sample: 1947 1962
Included observations: 16

Variable Coefficient  Std. Error  t-Statistic Prob.

C 2044.583 533.3698 3.833331 0.0033

X2 0.002561 0.000948  2.700628 0.0223

X3 0.031922 0.015130  2.109831 0.0611

X4 0.008802 0.007478 1.176973 0.2665

X5 -0.017550 0.006331 -2.771998 0.0197

TIME -9.992189 16.66535 -0.599579 0.5621
R-squared 0.992622 Mean dependent var 1016.812
Adjusted R-squared 0.988933 S.D. dependent var 107.9155
S.E. of regression 11.35293  Akaike info criterion 7.976825
Sum squared resid 1288.890 Schwarz criterion 8.266546
Log likelihood -57.81460 F-statistic 269.0649
Durbin-Watson stat 1.870344  Prob(F-statistic) 0.000000

Fragnuh naditsvanauanmalagli X1 fushusena R = 0.9926 dunsiidun Unngéisil

TN 5 R* 294 Auxiliary Regressions

Frldaena R Tolerence (TOL)=1 - R®
X1 0.9926 0.0074
X2 0.9994 0.0006
X3 0.9702 0.0298
X4 0.7213 0.2787
X5 0.9970 0.0030
Time 0.9986 0.0014

anmshsaznuhilen R 9a9 Auxiliary Regressions ot 3 1 6 dfiehsnnn R? nadilén

wlsenandlu Y (R? = 0.99547) %aasﬁaﬂﬁt,ﬁmﬁaaﬂaﬁua’jﬁmm Multicollinearity (Msneisie): R®

209 Auxiliary Regressions FEsnii F-statistic CPEN IR ANl
ﬂiﬁmsLéfmﬁfmmwm’auﬁmmmmamﬁlauuﬂaﬁagana@@haH'N uiudindosalufl 1962

gl udsrnaanms vsinassuatnng st
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M1 6 WAMILTZENUENMTINE E-Views 1] 1947-1961

Dependent Variable: Y
Method: Least Squares
Date: 02/18/07 Time: 15:37
Sample: 1947 1961

Included observations: 15

Variable Coefficient  Std. Error  t-Statistic Prob.

C 67271.28  23237.42  2.894954 0.0200

X1 -2.051082 8.709740 -0.235493 0.8197

X2 -0.027334 0.033175 -0.823945 0.4338

X3 -1.952293 0.476701 -4.095429 0.0035

X4 -0.958239 0.216227 -4.431634 0.0022

X5 0.051340 0.233968 0.219430 0.8318

TIME 1585.156  482.6832 3.284049 0.0111
R-squared 0.995512 Mean dependent var 64968.07
Adjusted R-squared 0.992146 S.D. dependent var 3335.820
S.E. of regression 295.6219  Akaike info criterion 14.52076
Sum squared resid 699138.2 Schwarz criterion 14.85119
Log likelihood -101.9057 F-statistic 295.7710
Durbin-Watson stat 2.492491 Prob(F-statistic) 0.000000

dl dl = =} LY dl J s a :g
NN 6 WalFuUWELTU enaen 2 wuh aneasiNlszdnd awewas Standard
Error wWhenluinn mviaeTamanefifenlsey wdunasitymmaniiaensls Wasn GNP
oelust) Nominal term isanansnuffenlugy real term 16 @i x2/x1 = RGNP dm X5 U X6
g o~ o o €o o A @ A v Y @ o A A
Tuflanudriusiunagsia X6 sanlUzadumiuanliiuyhiiu dw X3 Adeoaniflasanlid

% a v 3.)/ |d| ¥ v dl
ms;waﬂuuﬂwﬂumamwa mwwamiﬂismmﬂumﬂmﬂ@ @ﬂLLﬂ@ﬂ%@TﬁNW 7

I 7 HamILsvanaENmsmendimIvsulieaieastim Multicollinearity

Dependent Variable: Y
Method: Least Squares
Date: 02/18/07 Time: 15:54
Sample: 1947 1962
Included observations: 16

Variable Coefficient  Std. Error  t-Statistic Prob.

C 65720.37 10624.81 6.185558 0.0000

RGNP 97.36496 17.91552 5.434671 0.0002

X4 -0.687966 0.322238 -2.134965 0.0541

X5 -0.299537 0.141761 -2.112965 0.0562
R-squared 0.981404 Mean dependent var 65317.00
Adjusted R-squared 0.976755 S.D. dependent var 3511.968
S.E. of regression 535.4492 Akaike info criterion 15.61641
Sum squared resid 3440470. Schwarz criterion 15.80955
Log likelihood -120.9313  F-statistic 211.0972

Durbin-Watson stat 1.654069  Prob(F-statistic) 0.000000
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(6)
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MansadaumMsiia AUTOCORRELATION
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(2) Durbin-Watson d Test eni4ning 2 ’oagvl,aiﬁjﬁzym Autocorrelation Ium3AsmMaiis
% P A A& o a Y . A
POEANNGDY N LseM ik srullsdassaasannsnanauapiiu nonstochastic %38

L@ o a A Y A a A
VLNLTJ‘LLG]‘JLL‘]J?LNE!&I Usymanaad error term AeHRINMINTZARLLLUNG Lazdsymsh
a Tusnmanenaeasdasliflen lag aasdusnuiiusiugBass (et

. o % Y o oA A . 1Y A
Durbin-Watson %Lsﬂﬂﬂaﬂmagum ‘LL‘LL@@VLNN first-order autocorrelation) LLeMN
lag 9836LLIseNs Durbin W h test wesmaiifessifisnafiugsunsswhiAses
Breusch-Godfrey Test

(3) 1% General Test of Autocorrelation IavAnmALsaLNWIRTIRAaINMT 14
Durbin-Watson d Test #siga Breusch-Godfrey Test (BG Test) 3n LM Test
T s 1 TunTEl lag Yasshusenuiiusnudsiasy 14y higher-order
autoregressive % AR(1), AR(2) Widn uazldléunsdl simple vi3a higher-
order moving averagevb 284 White noise error term 75M3784 BG Test ‘Waﬂ?ﬂ

vo &
gt

3.1) Uszsnauamanaoneeudng Lesds OLS wialshlden Residual : 4,

A~ A~

3.2) svanouaiums @, NUSUWUSDETINGN T3 a1, |, 4, ,, ..., U

t-1° t-p

3.3) 11t 3.2) agld R leefien n fensnn wdn (n— p)R> ~ 2. meniliu
Critical Chi-square value o4 JefiUtiasndnyiian Ashumasufisoansdiyunan s
| o w 4 A . a :é = | v
i p lalwhiugud ussehdliim Autocorrelation ntszmaniislumadantagld p
e A 2 o " oame M oA o ¢ o . o ) o
whuwhlsiasn enwnimenadaivi bifndninasionash ustanaazld Akaike
Schwarz Information Criteria (AIC 1iU SIC) ?ﬁﬂmﬂmﬁﬂéﬂu@immﬁgﬁ& Gis)

Guijarati (2003)

msuAtleyn AUTOCORRELATION
A Y 1w 1A i Y A A A |
SovmulfsiFaufetinm Autocorrelation i iazudlatimilachsls fmadonae)
4 Usyms @il
(1) ghilan Autocorrelation Wil Pure Autocorrelation wan il uazladnaims

° dl 1% 3.)/ ! 1 g o dl o &
ﬂ?%%@ﬂgﬂ@]@ﬂ%ﬂ%mzﬂLL‘Ll‘]_lIS\IL@aLLagﬂ'ﬁvLS\lag‘VN@]’]LLﬂ?ﬂﬂ']@Ey
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(2) fiflu Pure Autocorrelation maaglamauilasianduluinadnin vae 435
Generalized Least-Square (GLS)
(3) N3dldshathane vy asnsald Newey-West Method tiavilvien Standard
~ 2
Error §ONNgN6aY
o [ A tdl 2 1 2 2 2 1 = a % 1 téj
dwsunsoemadanilgnaninediuas dnamislunesudun swinlui
Model miss-Specification T Pure Autocorrelation
manesaUfie Pure Autocorrelation ¥3a xfidamsiiie Time Trend Wl lulsias
#e dhathau anaumsineans 1aei Y, fa the index of real wage, X, §8 the productivity
index Ua% t &8 time trend MIFAANNANNENMIFINGT NI t A the index of real
wage anasudanUsesnn 0.90 mhesiat] uagin the productivity index Wisiu 1 viie 1o
AU the index of real wage agiauLlszanas 1.30 wiuae

~

Y, =1.4752+1.3057.X, — 0.9032¢
se=(13.18) (0.2765) (0.4203)
1=(0.1119)(4.7230) (~2.1490)
R’>=0.9631 d=0.2046
(1)

NnENMsH (1) ausinaghsiuds time trend dh W luaumsudusfiisnnghen d siu
(% A dl ; :é 1 (% 1 a . dl M & G
fansfienishann Fauaaenaumssianaafin Pure Autocorrelation loeft il l@funasnanms
fvualieaia swnuldan mstwuasauls X wandauih U luluea (sidasd time trend) ag

¢ Y 1 9 !
WU dnssanariuasiiiuddymestiangmnd usen d siuglsnssimEaitiomm
Autocorrelation (fnidiau: e d SlEfiunsdifl residual umauanuasndivntiu smesauleels
. Ay v ! . A o v o A2 o [

Jarque-Bera test of normality 1un3didnsdiuimu residual fmsuanuasn) sehunisiulale
. 2 ¥ oa e s v e XM oaa o
TlseaEnduiuitlm Pure Autocorrelation 434 udusazdamtutiymitatnsls msdeams
frafisnlinanuds fio 1 GLS w3alsifl The Newey-West Method iiavh i Standard

Error 299 OLS siuflenfigneos (Muaudun GLS uazAmsvil# Standard Error gnéas &me

WNandialldlu Gujarati (2003: 477-487))
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shaeha tlem Autocorrelation leeldasaiinngetlu Gujarati (2003) wih 460 ¢l

(FEmansnsnensilvandasalei http/iwww kasets1.com (adnthdaianansLsznaumssan)) ain

MIWN 8 Gl Y, o the index of real wage, X o the productivity index

97 8 doyadmitAemsitm Autocorrelation

OBS Y X OBS Y X

1959 58.5 472 1979 90 79.7
1960 59.9 48 1980 89.7 79.8
1961 61.7 49.8 1981 89.8 81.4
1962 63.9 521 1982 911 81.2
1963 65.3 541 1983 91.2 84

1964 67.8 56.6 1984 91.5 86.4
1965 69.3 58.6 1985 92.8 88.1
1966 71.8 61 1986 95.9 90.7
1967 73.7 62.3 1987 96.3 91.3
1968 76.5 64.5 1988 97.3 92.4
1969 77.6 64.8 1989 95.8 93.3
1970 79 66.2 1990 96.4 94.5
1971 80.5 68.8 1991 97.4 95.9
1972 82.9 71 1992 100 100
1973 84.7 73.1 1993 99.9 100.1
1974 83.7 72.2 1994 99.7 101.4
1975 84.5 74.8 1995 99.1 102.2
1976 87 77.2 1996 99.6 105.2
1977 88.1 78.4 1997 101.1 107.5
1978 89.7 79.5 1998 105.1 110.5

Lazanasanms Y, @ the index of real wage U X, i the productivity index Watmnglu

E-Views ¢ih
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M 8 WAMILISEENUENMINE E-Views 1] 1959-1998

Dependent Variable: Y
Method: Least Squares

Date: 02/20/07 Time: 13:53

Sample: 1959 1998

Included observations: 40

Variable Coefficient  Std. Error  t-Statistic Prob.

C 29.51925 1.942347 15.19773 0.0000

X 0.713659 0.024105  29.60658 0.0000
R-squared 0.958449 Mean dependent var 85.64500
Adjusted R-squared 0.957356 S.D. dependent var 12.95632
S.E. of regression 2.675533  Akaike info criterion 4.854881
Sum squared resid 272.0220 Schwarz criterion 4.939325
Log likelihood -95.09761  F-statistic 876.5495
Durbin-Watson stat 0.122904 Prob(F-statistic) 0.000000

15

aa A . ¥ A LA )y A A
ADMINTIREDULINREGY residual mmﬁﬂmWﬂaumwa’oasﬂmﬂ;]@ﬂumww 1 LUREMWAN 2

Faugmehilitom Autocorrelation uaziflagfih d wimdienshann lidhlng 2 e uaylden o 16

Hasnvesad NormalityI@H Jarque-Bera test of normality WAL residual Amsianiag

uutng leemsssaseulid liwrhae Laaswamstszanuaamandy Banfl View

Test

W& Histogram ensavidnuasiusysisnhuagen Jarque-Bera dindlsifliiushénymeatia wn

Histogram-Normality Test Usnawagisunmil 3 & Residual umIuanuasng

rsidual Bl lensdness 14 Breusch-Godfrey Test (BG Test)

8
Series: Residuals
74 Sample 1959 1998
5 Observations 40
Mean -5.76E-15
51 Median 0.363961
4. Maximum 3.631600
Minimum -5.137643
3 Std. Dev. 2.641008
Skewness -0.400290
2 Kurtosis 1.928209
14 Jarque-Bera 2.982774
0 Probability 0.225060

-2

M 3 Jarque-Bera test of normality

Rsidual
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L & G v v I Aa . 2 o @
LL@]@El’]ﬂi?ﬂ@n&lﬁ’m@mﬂﬂﬂﬂ&l’n Wm@ﬁm%’] Autocorrelation Yuduilu Pure

Autocorrelation ‘1/1%@»1,84' ‘1/1%@LﬂuLWﬂsmiﬁm%@INL@aﬁ@w %ﬂmfa’oaﬂaﬂ@mﬁm Time Trend LgﬁWVL‘]J

Tulea ﬁmnama@?ﬂummqﬁ' 9

M9 9 WAMILSEENENMINE E-Views 1] 1959-1998

Dependent Variable: Y
Method: Least Squares
Date: 02/20/07 Time: 14:22
Sample: 1959 1998
Included observations: 40

Variable Coefficient  Std. Error  t-Statistic Prob.

C 1.475191 13.18221 0.111908 0.9115

X 1.305693 0.276476  4.722620 0.0000

T -0.903238 0.420341 -2.148822 0.0383
R-squared 0.963059 Mean dependent var 85.64500
Adjusted R-squared 0.961063 S.D. dependent var 12.95632
S.E. of regression 2.556609 Akaike info criterion 4787279
Sum squared resid 241.8413  Schwarz criterion 4.913945
Log likelihood -92.74559  F-statistic 482.3053
Durbin-Watson stat 0.204600 Prob(F-statistic) 0.000000

LWL residual PEAINMILANLANG G 4 LazaInenT9n 9 e d Helaaash

ot uazsinlLazghrimualuisafionanevdo lllaeidia X lumatszanasams watmngsuansly

MmN 10

1 2 3 4 5 6

Series: Residuals
Sample 1959 1998
Observations 40

Mean -1.93E-14
Median 0.598238
Maximum 5.280289
Minimum -5.510854
Std. Dev. 2.490193
Skewness -0.285168
Kurtosis 2.549224
Jarque-Bera  0.880804
Probability 0.643778

M 4 Jarque-Bera test of normality
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97 10 NaMIUSEINENMIenE E-Views 1) 1959-1998 lenfinguils X2

Dependent Variable: Y
Method: Least Squares
Date: 02/20/07 Time: 14:32
Sample: 1959 1998
Included observations: 40

Variable Coefficient  Std. Error  t-Statistic Prob.

C -16.21817  2.954592 -5.489141 0.0000

X 1.948830 0.077994  24.98681 0.0000
X_SQUARED -0.007917 0.000497 -15.93638 0.0000
R-squared 0.994716 Mean dependent var 85.64500
Adjusted R-squared 0.994431 S.D. dependent var 12.95632
S.E. of regression 0.966895 Akaike info criterion 2.842584
Sum squared resid 34.59077 Schwarz criterion 2.969250
Log likelihood -53.85169  F-statistic 3482.880
Durbin-Watson stat 1.029978  Prob(F-statistic) 0.000000

ANNTIR 9 uaz 10 wuhilarvualiuealmsiuds e d fdeheg bidhlnd 2 uauiiald
Time Trend hlaudaen d Afsassnannuazlsidlng 2 SsaqldmnlueaEadiubiiinm Pure
Autocorrelation
Y b b4 t:l ¥ Y sl =} | 13 2/ I tdl a |
mswitimihsduaEadiunes GLS madivmuen p leemsvilsee lusuuiuuiiGant

difference form ﬁuﬁaﬁﬂﬁa@ﬂugﬂ

Y, -pY, ::B1(l_p)+,82(Xz_sz71)+8z 2)
V)= B+ 5K, +e, 3)

loeit &, = (u, — pu, ) wesinfazLazanaisamsl (3) ¢el OLS FsazSerhmsld GLS
msuashuealugy difference form vl observation ynalinilash avaniesmsgade
) 19/ I 6L 5 5 & A i
observation 81aag lggUuuumsulasliaaugiuuy ¥4/1-p° uae X \J1-p° #a5unh
Prais-Winsten transformation
dd‘ 1 J :é ! @ | 3.)/ as dl ° 2@ A 2 .
nsdifimlinmueh p Fedmsnnazdugwiu ABmefissnsavi §58 Ml First-

Difference Method leemsasld p =1 siniulusams (2) favangusamiodussmsi (4)
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Y ~Y  =+B,(X, X, )+e vian AY, = +B,AX, +¢, 4)
FABMT First-Difference thazmsnzas lnamlaeaBudusiiie d<R* (Maddala,

2001) 9nmM397 8 WU d<R’ Walseanuanms?l (@) aztnnauacdl

MmN 11 WamILseanasaNms First-Difference

Dependent Variable: DIFFY

Method: Least Squares

Date: 02/20/07 Time: 15:34

Sample(adjusted): 1960 1998

Included observations: 39 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.
DIFFX 0.719956 0.078194 9.207333 0.0000
R-squared 0.361092 Mean dependent var 1.194872
Adjusted R-squared 0.361092 S.D. dependent var 1.173378
S.E. of regression 0.937901  Akaike info criterion 2.734962
Sum squared resid 33.42701  Schwarz criterion 2.777617
Log likelihood -52.33175 Durbin-Watson stat 1.509651

NMTA 11 wWuh e d Wil 1.509 Leesifie Autocorrelation Wantiae luaums

First-Difference LstNUaanTWe0g residual e t fU -1 99988m3 First-Difference i1

Wiwhanfietlgn Autocorrelation 3nnvin Gamuil 5

2
o
1 [ o
l 006’00 o °
o ° e
\_I 0 ° O: ° og °
L o ]
[T © o® °
]
[42]
IﬁIfJ 1 o ° © °
o
o
2 °
o
-3 T T T T
-3 -2 -1 0 1 2
RESDIFF

MW 5 Residual hnm t 11U t-1 299988M3 First-Difference
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MNAENARELSNEY BG Test Avh faamd v lag wiriy 4 laeshen residual 229883

A A~ A~

First-Difference sMmlszanmuanmatiu en AX S0 4, , @, ,, 4, 5, 4, , S9eN397 12 L&NRDH

> 4

RO anldwun (n—4)R* ~ y2 whitu (35—4)(0.090343)=2.80 ~ 7> Waidlasnnalenauans
7l df=4 w ssifuanetny Soraz 1 Senvhiiu 13.28 Geeh 2.80 Binnaeflusuiasingiiuda

L% a [y o A v A 1w 4 A [~3 [~ A o
paNSUsNNFTIAVEN Tufen p nenfeuviiugud uazanmsd 12 fasduldinhe

I'4 ¥
SlseAvsuys Reidual it dymastia

MN 12 BG Test

Dependent Variable: RESDIFF

Method: Least Squares

Date: 02/20/07 Time: 16:03

Sample(adjusted): 1964 1998

Included observations: 35 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.

C 0.149394 0.325769 0.458589 0.6499

DIFFX -0.108856 0.176510 -0.616714 0.5422
RESDIFF_1 0.208565 0.192361 1.084236 0.2872
RESDIFF_2 -0.078282 0.201146  -0.389180 0.7000
RESDIFF_3 -0.173395 0.207692 -0.834868 0.4106
RESDIFF_4 0.248263 0.210671 1.178440 0.2482
R-squared 0.090343 Mean dependent var -0.023014
Adjusted R-squared -0.066494 S.D. dependent var 0.972832
S.E. of regression 1.004656  Akaike info criterion 3.001972
Sum squared resid 29.27066 Schwarz criterion 3.268603
Log likelihood -46.53451  F-statistic 0.576031
Durbin-Watson stat 1.770732  Prob(F-statistic) 0.717842

A v | A A o A | 3 <
Ansmosguldhamsfimussanmenensien 11 shflanaumsnzas oehslsiionsiis
svan First-Difference Transformation Hulamamisnsaniiunsdh p Sengauas d Aenehvda

A 2 A | J a 2 dl ° 3.)/ 2 A 1
i%lﬁmmsgﬂmaﬂumm p=1 Lﬂ’ﬂﬁ]@ﬂ@ﬂ@]@iﬂ’]’] 3 U VEIIMVIUa p =1 %%Qﬂ@]@ﬂ%i@vlﬁ\l

2P
DAL
Bmmesaudent g statistic ¥3a Berenblutt-Webb test lag/lfgns g =2— laefi 4, 3n

n
~2
2.
1

1N OLS 2asanmanaidinl Lag &, snan OLS luanma First-Difference (Inellalfl Intercept

term) Walden g udfivhamiasanfiueneas Durbin-Watson logll% n=39 uay k=1 laems

VORBLAFNNGUMANT p =1 UasaNsGTUmaten @8 p =0 wamslsvanawne residual
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g a L 33.4270
YNERIFNMT NNENTIN 8 1y 11 WU M g =——=0.0012 21161919 Durbin-

©272.0220
Watson $iurmue n=39 uay k=1 fiszsisiudénydosiay 5 azld d, = 1.435 d, = 1.540 ud

RAFWNNNMTNN 13 FWUNEN 0.0012 Tuflentioenh d_ e p =1

TN 13 LTINS N TaNNFTIUNAN nsdimsld Durbin-Watson Test

Regions of Acceptance and Rejection of the Null Hypothests
Zero to d, dtod, d to{4-d} {ded V10 (4-d, ) {a-ditod
Reject Null H; Neither HNeither Reject Null H
Positive accept of Accept the Null accept or Negative
Autocorrelation roiect Hypothesis reject Autocorrelation

fsn: http://www.csus.edu/indiv/j/jensena/mgmt105/durbin.htm (20 N.W. 2550)

nmvseriusimeayasLldhasmslusy Difference Form siumsnzasu wonanms
aNdlY p=1 uddelismetun 8nnedif p uliidnlndvilennme Geagldnaasil
MmN p ANENAIG Durbin-Watson LLﬁaﬂwﬁwﬁlﬂiﬂuﬂﬁLLﬂaﬂuL@aslugﬁ Difference

o

I LA d |9/5L$6L Ada | 1..39““/ o
Form laadansnimen pzl—z L1613 L BANITANAGNIR NN S AT U NUBELVIBNEINANN

azlsiadaanely Fsanensei 8 191aeld p~0.9386 ivhent i usumsn (2) uag (3) (§a9

il Intercept term 9ne)) WAUTMNDFFRIlUMTIN 14

TN 14 wamItszsnouaams el o nensia Durbin-Watson

Dependent Variable: Y_DIFF_DURBIN

Method: Least Squares

Date: 02/20/07 Time: 17:48

Sample(adjusted): 1960 1998

Included observations: 39 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.

C 3.154433 0.629869 5.008080 0.0000
X_DIFF_DURBIN 0.510552 0.095938 5.321687 0.0000
R-squared 0.433561 Mean dependent var 6.422846
Adjusted R-squared 0.418252 S.D. dependent var 1.144289
S.E. of regression 0.872777 Akaike info criterion 2.615646
Sum squared resid 28.18434  Schwarz criterion 2.700957
Log likelihood -49.00510 F-statistic 28.32035

Durbin-Watson stat 1.601499  Prob(F-statistic) 0.000005
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! ! . Y A @ A o A I
mamen o Anen Residuals Mg ntlunsis AR(1) Whew u, = pu, | +¢&, 13N
~ ~ o S a ~ A 2o A
;I o AN u,=pu,_, +v, I@EﬂﬁﬂNﬂ’ﬁ@ﬂL@Nlﬂﬂ’ﬁ%’] u, Na‘ﬂi@@ﬂuﬂ@ﬂiﬂ@nﬁqﬂw 15

fatiu o =0.9142 a8 esms? (2) hag (3)

9971 15 HAMIRATIIN o laeianidungdh AR(1)

Dependent Variable: RES1

Method: Least Squares

Date: 02/20/07 Time: 18:06

Sample(adjusted): 1960 1998

Included observations: 39 after adjusting endpoints

Variable Coefficient  Std. Error  t-Statistic Prob.

RES1_1 0.914245 0.056337 16.22811 0.0000
R-squared 0.873615 Mean dependent var 0.120615
Adjusted R-squared 0.873615 S.D. dependent var 2.561492
S.E. of regression 0.910629 Akaike info criterion 2.675945
Sum squared resid 31.51134  Schwarz criterion 2.718600
Log likelihood -51.18093 Durbin-Watson stat 1.472987

mInen p lae Cochran-Orcutt Iterative Method 7914 lenaaidtkall2iless AR (1) ugl
o A i 1% A ad A o [V | | A LA
Hunstih higher-order autoregressive ¢t FAFMatas I iam p wanpeusinagdand
Fuengavhesndeannmavh Iterative nelansd AR (1) 1ee/iS Cochran-Orcutt lterative agldien

shae) i (ehwenillgananms¥ Cochran-Orcutt Iterative Method Tulisunss STATA 9.2)

lteration O: rho = 0.0000 lteration 1: rho = 0.9142
lteration 2: rho = 0.9053 lteration 3: rho = 0.8992
lteration 4: rho = 0.8956 lteration 5: rho = 0.8936
lteration 6: rho = 0.8925 lteration 7: rho = 0.8919
lteration 8: rho = 0.8916 lteration 9: rho = 0.8915
lteration 10: rho = 0.8914 lteration 11: rho = 0.8914
lteration 12: rho = 0.8914 lteration 13: rho = 0.8914
lteration 14: rho = 0.8913 lteration 15: rho = 0.8913
lteration 16: rho = 0.8913 lteration 17: rho = 0.8913

M3 Iterative 19eazldeniia Wl4lums Transformation #a 0.8913
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aehalsfionsdm3uly E-View nath Cochran-Orcutt Iterative Method 51azld AR(1) wn laflss

A )y A
INL@@%GN@IhWﬂQ@GWWTNV116

MmN 16 wamiﬁismmﬂumﬂ@ﬂ% AR (1)1% E-Views

Dependent Variable: Y
Method: Least Squares
Date: 02/20/07 Time: 20:46
Sample(adjusted): 1960 1998

Included observations: 39 after adjusting endpoints
Convergence achieved after 7 iterations

Variable Coefficient  Std. Error  t-Statistic Prob.

C 45.03925 8.081898 5.572855 0.0000

X 0.550889 0.079019  6.971646 0.0000

AR(1) 0.891345 0.042583  20.93178 0.0000
R-squared 0.995339 Mean dependent var 86.34103
Adjusted R-squared 0.995080 $S.D. dependent var 12.34486
S.E. of regression 0.865881  Akaike info criterion 2.623665
Sum squared resid 26.99100 Schwarz criterion 2.751631
Log likelihood -48.16147  F-statistic 3843.976
Durbin-Watson stat 1.603995 Prob(F-statistic) 0.000000

ynSeUfEuNaUMIIeNEAl STATA 9.2 Unngradistiaans

39
71.85
0.0000
0.6601
0.6509
.8541

.6825699
57.51836

Iteration 0: rho = 0.0000
Iteration 1: rho = 0.9142
Iteration 2: rho = 0.9053
Iteration 3: rho = 0.8992
Iteration 4: rho = 0.8956
Iteration 5: rho = 0.8936
Iteration 6: rho = 0.8925
Iteration 7: rho = 0.8919
Iteration 8: rho = 0.8916
Iteration 9: rho = 0.8915
Iteration 10: rho = 0.8914
Iteration 11: rho = 0.8914
Iteration 12: rho = 0.8914
Iteration 13: rho = 0.8914
Iteration 14: rho = 0.8913
Iteration 15: rho = 0.8913
Iteration 16: rho = 0.8913
Iteration 17: rho = 0.8913
Cochrane-orcutt AR(1) regression -- iterated estimates
Source | SS df MS Number of obs
————————————— B it et FC 1, 37)
Model | 52.414941 1 52.414941 Prob > F
Residual | 26.9910037 37 .729486586 R-squared
————————————— R Adj R-squared
Total | 79.4059446 38 2.08963012 Root MSE
y | Coef. std. Err. t P>|t]|
_____________ o L
X | .5508882 .0649897 8.48 0.000 .4192066
cons | 45.03935 6.158845 7.31 0.000 32.56035
_____________ o
rho | .8913456
Durbin-watson statistic (original) 0.122905

purbin-watson statistic (transformed) 1.603998
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A a sl . . A @ A 3 . . 1
mﬂwmimmmmﬂmﬁmm Prais-Winsten a9 UNstNmMs9 first observation VLN

el ZanaUnnglu STATA 9.2 ¢l

Iteration 0: rho = 0.0000
Iteration 1: rho = 0.9142
Iteration 2: rho = 0.9463
Iteration 3: rho = 0.9556
Iteration 4: rho = 0.9591
Iteration 5: rho = 0.9605
Iteration 6: rho = 0.9611
Iteration 7: rho = 0.9613
Iteration 8: rho = 0.9614
Iteration 9: rho = 0.9615
Iteration 10: rho = 0.9615
Iteration 11: rho = 0.9615
Iteration 12: rho = 0.9615
Iteration 13: rho = 0.9615
Iteration 14: rho = 0.9615
Prais-winsten AR(1) regression -- iterated estimates
Source | SS df MS Number of obs = 40
————————————— B et e FC 1, 38) = 164.73
Model | 143.420425 1 143.420425 Prob > F = 0.0000
Residual | 33.0833322 38 .870614006 R-squared = 0.8126
————————————— R e T T e Adj R-squared = 0.8076
Total | 176.503757 39 4.52573736 Root MSE = .93307
y | Coef std. Err t P>|t]| [95% Conf. Intervall]
_____________ s
X | .724553 .0614294 11.79 0.000 .6001957 .8489103
_cons | 26.44449 5.471857 4.83 0.000 15.3673 37.52169
_____________ o Tl T
rho | .9615163
Durbin-watson statistic (original) 0.122905

purbin-watson statistic (transformed) 1.528538

dl 1 3.)/ @ dl dl (% dl . a
nnfnasnviemsaiuEamafeumailadieafiawd leilm Autocorrelation 1t
daulvny ludnenuvileddismedunfillaietinm Autocorrelation fidia m3vhl Standard
Error N3l OLS Tflemgnéins S3tnilefils §o Newey-West Method Zawmsnziunsii]

Shathana Wiyt Mnaumssadisnaflsanmsld Newey-West Method 14 E-Views 613

thl A

WEA LTI 17 Fafermatiumnaf 8 wunendutlsvivissnanmilawiu R® Auilauiu shatuf

' '
A !

¢ Standard Error n3ld Newey-West Method asfiflenfigarh dissiurinlsben t sloensinadil
OLS dmnamaseh d sufienviiuissnsnsth asbidoadhuhaiiosnmsld Newey-West
Method Shléivilsien Standard Error 98933 OLS gnéfosuds

(meing;: Iu Gujarati (2003) ez lih childosa 15-20 observations uanshngasaehed

3 Y Ay . @ AMy Aw | |
WAL LEMNHNIDAR 50 observations ﬂW@Q%D@i@?WNW?BEﬂﬂm%ﬁ@%ﬁ@ﬁ
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TN 17 wamathzsnossamslaeld Newey-West Method

Dependent Variable: Y
Method: Least Squares
Date: 02/20/07 Time: 21:06
Sample: 1959 1998
Included observations: 40

Newey-West HAC Standard Errors & Covariance (lag truncation=3)

Variable Coefficient  Std. Error  t-Statistic Prob.

C 29.51925 4.118072 7.168223 0.0000

X 0.713659 0.051281 13.91661 0.0000
R-squared 0.958449 Mean dependent var 85.64500
Adjusted R-squared 0.957356 S.D. dependent var 12.95632
S.E. of regression 2.675533  Akaike info criterion 4.854881
Sum squared resid 272.0220 Schwarz criterion 4.939325
Log likelihood -95.09761  F-statistic 876.5495
Durbin-Watson stat 0.122904 Prob(F-statistic) 0.000000

24

uanANINNIhNamMs ¥ Newey-West Method 11 STATA 9.2 snuSeuifisunadnng

Regression with Newey-wWest standard errors
maximum Tag: O

Number of obs

40
587.27
0.0000

Newey-West
y Coef. std. Err. t
X .7136594 .0294492 24.23
cons 29.51926  2.355621 12.53

FC 1, 38 =
Prob > F =
P>|t|
0.000 .6540427
0.000 24.75055

.7732761
34.28796

! al A dl (% dl = = . 1A .
BRI AENEEN LﬂH’]ﬂ‘]_lﬂT]‘V\l‘ﬂLLﬂ@ﬂﬂﬂﬁin]ﬂ'ﬁ&l Autocorrelation Lag VLS\IS\I Autocorrelation

00

residual
6
4
40y &
P
2 ST vy e
& o
0 T @ 7 T “
4950 1960.&'1970 1980 19907 20
o%® * o
-4 1 ¢
@
-6 had

$res

MW 6 & Autocorrelation
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MWn 7 & Autocorrelation
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6
4 - o ®
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- oo
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MWn 8 4 Autocorrelation
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3
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residual
1.5
1 1 ¢ & $
& $

0.5 - ¢ ¢ L 2 ® & ¢

0 ‘ s e o o
-0.4950 1960 1970 1980 1990 000

o o 870 o190 X4

-1 4 L 2 $

-1.5

mwdl 10 1 Autocorrelation

i']zym HETEROSCEDASTICITY

il Heteroscedasticity Aanmi E(u?) = o dnuaasmsiiatiymesnanivae

Ao | AV AA -
L‘1/1(§JNSWWIVLS\I@']@’J'IS\ILL‘]J?]JT]WHBG u, QGVLS\I@G‘V] maﬂ&mmamu

(1)

()

=% Y A o & [l
NAINMISLUITARANAG PN aMNULTLTIUARAY 1 PTLISsNUENMTaIN
a a 6 o ° o.lz = a 6l
Aanana lmaANniU WU lmasmsinfiniae
madiulaluse e ﬂaq'uﬁéjmﬂ@w’q&ﬁﬂﬁﬁmaLﬁaﬂhmi@awﬂﬂ% 1994 MILSEANE
sumamanantumeld WamuldfAn mesasfiisudmsoaNtiuimnIzaenau
A =
MIDUMANNLUTUTIUANRS
A c v A A ad c v AAA \ v

watlamanutaga milmeadia fmmimmaaﬂawmﬂmmmﬂwmmmmwifm
AFA

, C e Al A e e a4 .
W&AN Outlier NAIRE AMATANNLALANEINNN myhehdnadnantasaaanls
NRGIAMILTE AN MTNA DA LN 1NHN
mias‘ﬁq@hLmaﬁwﬁmsﬁﬂﬁ@hmmLmiﬁmmaamiﬁiswmaumﬂﬁmﬁ
AN (Skewness) 1a9T0ya L mafmmmmmﬂ@w’uaswmaﬁqﬁwmna;mu

uugasinazdldsnstion anantf dausnaslumnd 11
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Normal

Positive Skewness Negative Skewness

Positive Kurtosis Negative Kurtosis

WA 11 Normality Skewness and Kurtosis

fn: http://www.pfc.cfs.nrcan.gc.ca/profiles/wulder/mvstats/normality_e.html
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(7) swwgiue 191 M3 Transformation Dada filsigndias msrvuaguiuleridulsl
¥ @ v Ao Ad o o A L@ @
pneid e senanfidnwaisiiieniy wnesawiilsiaiaaguuiy naen Pnanaa e
1 ! | A 2 | A 2 | A 2 ; A
Tvin) 1w naadfanemelags ngufiavneseldihunans ngufanamelésh nedl
Ausvnaumvianstia aneaviianelvn) snenas anadn wndmemdsnanifistuiudayai

Aushuuusnidulydhamasietiym Heteroscedasticity

Wa2aIMstNa HETEROSCEDASTICITY
M3l OLS nasimsifiatiayn Heteroscedasticity sushlszannilsns Unbiasedness
. 1o 1 3.)/ 1@ .. . A o | 3.)/ 1A
ey Consistency usshszsnouaniivas i Minimum Variance viaghiszsnammensin i
efficiency e vianaalen i BLUE (milaurfunsditlyn Autocorrelation) ilasanen

ansulstrmlaldeshge deiummesausdial i ttest uaz F-test agh ifnansudhlafinlel

Msasasaumsiia HETEROSCEDASTICITY

MmNt Heteroscedasticity vi3a kitiunsgrnlsl 2 33 fo uuulsifumaems

@ 2 | @ Y A o % [y |

wazfumams Feulsifumems Ieun fansanandnuazansdays m3lETuannTm g
Fvmemsldun Goldfeld-Quandt Test (HanTiunsnusdasufies 1 fiflenadiusiy o
WAy u, AMALANUAILULLING), Breusch-Pagan-Godfrey (BPG)Test (1#lé lunsdiilsnuledase
vanesuag il Heteroscedasticity eandnutlsaasysnle 5w u, dasdimsuan
LAILLILULUNG), White’s General Heteroscedasticity Test (lemilautiund BPG Test uazl
2 Al 2 ~ A Aad ldl 1 2 2 2 1 a % g
FaaNuih u FaslimauanuasuLng) leeAsehen Anavdhaduagldnanluneaudue sl

aa :é @ w w6 | o ~D :é & o

DUEAINTIN FALUNTUFANNNONNENAUDIENNY ¥, DU 27, 2MWRUIINGIUULILGS
A 12 (b) (0) (d) Hae (e) Auamsintiyn Heteroscedasticity dumnd 12 (a) tulsiifin

1l Heteroscedasticity
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(a)

5w AD
i

N 12 neliEaenaEUS sz ¥ MU 4

#i5n: Gujarati (2003: 402)

Sisnidumsmsashiauaieis Breusch-Pagan-Godfrey (BPG)Test uag

White’s General Heteroscedasticity Test

Breusch-Pagan-Godfrey (BPG)Test

NN s fufazsvanas fe
Y =B+ X, +. .+ BX, +u, (6)

UAYANNGN error variance o ﬁuaﬁa"ﬂwmﬂugﬂmeﬂaﬁ%ﬂuamﬁﬁ 6) lpeifl 7 fo
. . A v A o [V~ [ YY) ad A A
nonstochastic variables 38 X tnssiwBavissaansmn i 7 16 ndnmsismsi fo ms
LY a :g dl | [ 6 A % Y 6
neFaUSNLsyRvTasENmMah (6) T o, =a, = ... = a,, = 0 Whifugueivie s hvhiugudusns

3 A 1 :é @ 1 dl 1 2 @ .
NNARBLLS & FILUNAIN LI o 1 homoscedastic
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o’ =

1

a+a,Z, +..+a,Z (6)

asa dl A o g
IDNALNRYVIOFR LN

Sugaudl 1 Uszsnouaimanl (5) il le residual 203Usiae observation

2.8

n

MU 2 M & =

2 1 n2
Fumonf 3 sshuals p, luusias observation amnmas p, = =
(o2

Tunauil 4 thesaums p, = o, +a,Z,, +..+, Z,, +v, L&WNe ESS

(%qmmﬂ ESS = 2(13 -P)’)

3.)/ { 3.)/ { 1 o 1 l 3
dumaui 5 nndusaudl 4 1magléden ESS uduhanmen @ = EESS ~ 72 Bl

shathana vy Welde © uwlmhainfieutue luwmnalesiads 4 di=m-1 e @ it

D FuanINUfEDENNEWAN Tuaa Al Heteroscedasticity
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shaehams 1438 Breusch-Pagan-Godfrey lnl#insasauanalummeii 18 lagmasi-

Iyandoyal#f http:/iwww kasets1.com (AdnvhiainansLsynaumssas) luda Breusch-

Pagan-Godfrey Test

3199 18 Data on Consumption Expenditure and Income

OBS Y X RY RX OBS Y X RY RX
1 55 80 55 80 16 115 180 115 180
2 65 100 70 85 17 140 225 130 185
3 70 85 75 90 18 120 200 135 190
4 80 110 65 100 19 145 240 120 200
5 79 120 74 105 20 130 185 140 205
6 84 115 80 110 21 152 220 144 210
7 98 130 84 115 22 144 210 152 220
8 95 140 79 120 23 175 245 140 225
9 90 125 90 125 24 180 260 137 230
10 75 90 98 130 25 135 190 145 240
" 74 105 95 140 26 140 205 175 245
12 110 160 108 145 27 178 265 189 250
13 113 150 113 150 28 191 270 180 260
14 125 165 110 160 29 137 230 178 265
15 108 145 125 165 30 189 250 191 270

Y = Consumption Expenditure, $
X =Income, $
RY = Consumption Expenditure Ranked by X Values

RX = Ranked Income
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naNmat (5) InamAenzisauaasuemned 19 Zsluiuaaudl 1 Sm1aslé residual 10

8% observation W3oaTisllndunanfl 2 ée siufie 161 > 47 v Sum squared resid u E-

Views Fahif 2,361.153 uagld 62 = QO u?)/n=2,361.153/30=78.7051

TN 19 NaMIUATIER BPG Test Suenui 1

Dependent Variable: Y
Method: Least Squares
Date: 02/21/07 Time: 13:57

Sample: 1 30
Included observations: 30
Variable Coefficient  Std. Error  t-Statistic Prob.
C 9.290307 5.231386 1.775879 0.0866
X 0.637785 0.028617 22.28718 0.0000
R-squared 0.946638 Mean dependent var 119.7333
Adjusted R-squared 0.944732 S.D. dependent var 39.06134
S.E. of regression 9.182968 Akaike info criterion 7.336918
Sum squared resid 2361.153  Schwarz criterion 7.430332
Log likelihood -108.0538 F-statistic 496.7183
Durbin-Watson stat 1.702261  Prob(F-statistic) 0.000000

Tudunandi 3 heh 78.7051 luhnariu 2, faglél p, 2asusiay observation

Tudunandl 4 Ussinaanma p, = o, + o, Z, +...+a, Z, +v, azldnamumaad 20 uazld
ESS 2asmatlsyannuaamiiyiviu 10.4280 Zeenibls E-Views mldlaemsliends Forecast &
aglden p. eanaazdistashudsifiu pif nnthuhenitldends Generate Series logias sl

T pif2=(pif-1)"2 Waymnasinges pif2 faglden ESS Aamamnainvassiugs pif2 19

Quick Group Statistics Descriptive Statistics Comon sample
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MW 20 NAMTAATIZA BPG Test suaaui 4

Dependent Variable: PI
Method: Least Squares
Date: 02/21/07 Time: 15:58

Sample: 1 30
Included observations: 30
Variable Coefficient  Std. Error  t-Statistic Prob.
C -0.742614 0.752927 -0.986302 0.3324
X 0.010063 0.004119  2.443327 0.0211
R-squared 0.175740 Mean dependent var 1.000000
Adjusted R-squared 0.146302 S.D. dependent var 1.430432
S.E. of regression 1.321659  Akaike info criterion 3.459993
Sum squared resid 48.90992 Schwarz criterion 3.553406
Log likelihood -49.89990 F-statistic 5.969846
Durbin-Watson stat 0.778824 Prob(F-statistic) 0.021114

Tunaudt 5 oo lwmmslasuenst 33 df=m-1 =2-1=1 fgsiutieddSouay 1 30
a

Tendslu E-Views laeiiand =@qchisq(.99,1) lugasiannen lumhasiymn @iy File) )

fhiiy 6.6349 Faudesapumeinaaaathaovin daiwnfuhesiafduimle Tde
l U 1 o a o L a s L 3.)/
0= EESS =(10.4280)(0.5) =5.2140 ﬁmVLaJmﬂhtfnmﬂqmwﬂﬁaamuammgwwaﬂ AU

wana it Heteroscedasticity
Fadane Wasnenathaldmuiion mmesaUazaaumsamataniadng error term

dl ngb 2 o 1 1R Y a 2 J J ~ a A 1 2
Gmﬁumaﬂéﬁmammmlwm PTNINITNAE NN error term NﬂﬁLL’ﬂﬂLL’Nﬂﬂ@]ﬁi@i&l I@Hﬂfﬁ

M View Rsidual Test Histogram-Normality Test FIUs1n7Fe i 13 g

Residual 9898Kmah (5) tulmslanuasuuitng

9
Series: Residuals
8 Sample 1 30
74 Observations 30
6| Mean -1.86E-14
Median 0.880779
51 Maximum  20.26355
4] Minimum -18.98076
Std. Dev. 9.023252
3 Skewness  -0.359065
5] Kurtosis 2.977931
14 Jarque-Bera  0.645247
0 Probability 0.724246

20 15 410 5 O 5 10 15 20 25
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MY 13 MIVAFBLMTUANLAILEIM Residual IDIENMINANDL

White’s General Heteroscedasticity Test

Qdéﬂ’L 1o & 2 a v a dl a v ~ a Yo
DU NANIUNDINYDANNGITDI error term NORINMTLANLAILNG LLagﬂ'lﬁ\lﬁﬂvL@ﬂ‘]_l(ﬂ’]LLﬂi

Sesevanashn louausdidasunanmananeefld fa aumsn (7) uasidusaussil

Y; = ,Bl +182X2i +:B3X3z‘ +u, (7)
& A A A 19)19/ ~ ~2
PWaAUN 1 Uszanougaman (7) welbile 4, uay 4

.;’_J, dl . . o dl dl Y1 2
Susaufl 2 Uszanossums Auxiliary Regression §i9aamsfl (8) wiaaglden R

~y 2 2
u; =o, +o, X, +o, X, +a, X, taX; +ta. X, X, +u, (8)

3.)/ { o 1 2 2 { o L2 =3
Fumauf 3 dnwosnen K0 R™ ~ Yo Toeft df = siwaudhusdase
A fA o e a o aad vd o ama ;
Sumanft 4 Wammnalasuaiiashsn Reuifuiueatiafdnile famnestadenanae/lu
\erIND AN ETENNGTUNAN vEaRiem Heteroscedasticity
o | [y . L. v o A
§haenamslH3T White’s General Heteroscedasticity I@ﬂsﬁmaajamt,t,ﬂ@ﬂumﬁw 21

Toeennilmaadayaléi http:/iwww kaset51.com (panvdalanansisznaumsaay) lwide

White’s General Heteroscedasticity Test
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35

m7af 21 dadhumBnnmsdeeanuazihendanalauassging (¥) 1u dadrumsadenan

12nea GDP (X1) waz GDP per Capita (X2)

OBS Y X1 X2 OBS Y X1 X2
1 14.36 21.96 490 21 18.54 11.24 73
2 7.47 29.78 1316 22 22.42 30.97 726
3 5.76 40.84 670 23 3.71 21.71 306
4 6.21 55.83 1196 24 22.44 12.35 144
5 5.53 14.93 293 25 34.46 50.32 362
6 41.96 37.86 57 26 53.47 81.16 356
7 10.41 31.99 1947 27 26.29 21.61 262
8 55.09 62.92 129 28 10.07 66.82 836
9 16.66 23.11 379 29 6.9 52.12 1130
10 30.72 23.57 263 30 28.64 14.25 70
" 57.84 46.44 357 31 30.6 33.96 329
12 44.44 30.01 189 32 20.38 39.4 179
13 57.95 43.06 219 33 30.06 21.54 220
14 13.26 41.04 794 34 24.71 37.92 224
15 2.41 19.99 943 35 38.22 33.01 60
16 68.59 42.65 172 36 5.39 42.97 1380
17 2.78 26.34 340 37 28.8 44.86 1428
18 47.09 34.29 189 38 48.7 35.14 96
19 65.18 24.65 105 39 15.26 43.54 395
20 50.95 36.79 194 40 1.12 6.78 2577

41 21.28 56.72 648
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36

e 21 shdaya lih svsnasmananos ludusendl 1 azldmeed 22 leeraums

Uszanniazdnsdadayasnathslioeflust) squared term and cross-product term lefuin

X1 X;

1i» 2i2

TN 22 NAMTUATIZA White’s General Heteroscedasticity Test Tuduenui 1

X, X, thidadaslieds Generate Series tialshldisius s lmalonafidansms

Dependent Variable: Y
Method: Least Squares
Date: 02/21/07 Time: 18:56

Sample: 1 41
Included observations: 41
Variable Coefficient  Std. Error  t-Statistic Prob.
C 25.03375 6.431405  3.892423 0.0004
X1 0.344455  0.155559  2.214307 0.0329
X2 -0.019439  0.004439 -4.378898 0.0001
R-squared 0.384796 Mean dependent var 26.73463
Adjusted R-squared 0.352417 S.D. dependent var 19.45120
S.E. of regression 15.65288  Akaike info criterion 8.409542
Sum squared resid 9310.478 Schwarz criterion 8.534925
Log likelihood -169.3956  F-statistic 11.88406
Durbin-Watson stat 1.971886  Prob(F-statistic) 0.000098
Tndunandl 2 40 42 IUSNUENMETL X, X, , X, Xy, XX, WHMTIN 23 Feeh R =
0.070753
TN 22 NAMTUATIZA White’s General Heteroscedasticity Test Tudueaui 2
Dependent Variable: RES1SQ
Method: Least Squares
Date: 02/21/07 Time: 19:39
Sample: 1 41
Included observations: 41
Variable Coefficient  Std. Error  t-Statistic Prob.
C 50.33761 252.4941 0.199362 0.8431
X1 12.21823 11.83796 1.032123 0.3091
X2 -0.282371 0.521458 -0.541503 0.5916
X18Q -0.114353  0.130912 -0.873506 0.3883
X28Q 0.000163  0.000176  0.929111 0.3592
X1X2 -0.001503 0.007027 -0.213941 0.8318
R-squared 0.070753 Mean dependent var 227.0848
Adjusted R-squared -0.061996 S.D. dependent var 268.6660
S.E. of regression 276.8689  Akaike info criterion 14.21942
Sum squared resid 2682974. Schwarz criterion 14.47019
Log likelihood -285.4982  F-statistic 0.532983
Durbin-Watson stat 1.798823  Prob(F-statistic) 0.749791
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nduneufi 3 men - R* = 41-(0.070753) =2.901

37

Tudumaun 4 menlaauans 7 df = 5 AssusiudénSeeay 1 Zalevhiu 15.0863 faiueaasy

sun@gumen sudle Bl Heteroscedasticity

msuiilsyn HETEROSCEDASTICITY

v L. ~ A AA A A i 2 AA
ﬂ']iLLﬂ‘]ij%'] Heteroscedasticity Na03INThen NIWYIALLNRNTILON o SNV AN

dalsivy o?

naivTieh o N30 ¥35 Weighted Least Squares (WLS) Wiavh i OLS il

BLUE laemsans series Wsifiazld weighted dosiieiide o, laafiasandnathssinliil loe/ld

fogalumsish 23 Fesnsnsamailnasdosa 6 hitp/iwww kaset51.com (panthdaonss

Usgnaumasou) lushda WLS Table 11.4

mTeN 23 Average Compensation, Employment Size and Standard Deviation of Compensation

Y X SIGMA YSIGMA XSIGMA
3396 1 743.7 4.5664 0.0013
3787 2 851.4 4.448 0.0023
4013 3 727.8 5.5139 0.0041
4104 4 805.06 5.0978 0.005
4146 5 929.9 4.4585 0.0054
4241 6 1080.6 3.9247 0.0055
4387 7 1243.2 3.5288 0.0056
4538 8 1307.7 3.4702 0.0061
4834 9 1112.5 4.3532 0.0081

Data on Average Compensation, Employment Size and Standard Deviation of Compensation

Y = Average Compensation

X = Employment Size

where:

1=1 10 4 Employees
2=5to 9 Employees
3=10 to 19 Employees
4=20 to 49 Employees

5=50 to 99 Employees

6=100 to 249 Employees
7=250 to 499 Employees
8=500 to 999 Employees
9=1000 to 2499 Employees

SIGMA = Standard Deviation of Compensation, YSIGMA = Y/SIGMA , XSIGMA = X/SIGMA
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nndosalummofl 23 srazLvsnmanms Y 0 X delnngualummd 24

TN 24 wamﬁmwsﬂ@ﬂ% OLS

Dependent Variable: Y
Method: Least Squares
Date: 02/21/07 Time: 21:26

Sample: 19
Included observations: 9
Variable Coefficient  Std. Error  t-Statistic Prob.
C 3419.833 80.43523  42.51661 0.0000
X 148.1667 14.29372 10.36586 0.0000
R-squared 0.938838 Mean dependent var 4160.667
Adjusted R-squared 0.930101  S.D. dependent var 418.7798
S.E. of regression 110.7186  Akaike info criterion 12.44499
Sum squared resid 85810.33  Schwarz criterion 12.48882
Log likelihood -54.00246  F-statistic 107.4511
Durbin-Watson stat 1.215000 Prob(F-statistic) 0.000017

A Y A L. A | o X o .
NNENTNN 24 IeRensgfiatiem Hetroscedasticity vidalsl lughoensiazld white's
General Heteroscedasticity Test Z9i1aglden squared residual anena1aft 24 wdhanniiufag
o o 2y o A z 2 % 24 | o
WanUsssnoiENmatiy X uay X2 Idnadamnef 25 antiuh R? = 0.583 3ldm nR? dawhriu
5.247 Uayen a3 df=2 o SLELIANGSaEay 10 (MaaseduemNTniiL Sauay 90) Whiiy

4.605 siuLijienansGgunan iudeiiilan Hetroscedasticity

eN71991 25 White's General Heteroscedasticity Test Pueaud 2

Dependent Variable: RES1SQ
Method: Least Squares
Date: 02/21/07 Time: 21:33

Sample: 19

Included observations: 9
Variable Coefficient  Std. Error  t-Statistic Prob.
C 33161.15 9179.040 3.612704 0.0112
X -9087.276 4214658 -2.156113 0.0745
XSQ 688.7276  411.0476 1.675542 0.1448
R-squared 0.582980 Mean dependent var 9534 .481
Adjusted R-squared 0.443973 S.D. dependent var 9674.301
S.E. of regression 7213.855 Akaike info criterion 20.86660
Sum squared resid 3.12E+08 Schwarz criterion 20.93234
Log likelihood -90.89968 F-statistic 4.193898

Durbin-Watson stat 3.137812  Prob(F-statistic) 0.072522
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davmunifiatiym Heteroscedasticity WasTmMNL o, 39Nan30ld WLS dawatising
Tuenmiefi 26 Fogthiwanmsilisesna fo ¥, /o, = B, (/o) + B, (X, /0,)+U, /o, leeay

13181 Intercept term

TN 26 wamﬁmwsﬂ@ﬂ% WLS

Dependent Variable: YSIGMA
Method: Least Squares
Date: 02/22/07 Time: 01:31

Sample: 19
Included observations: 9
Variable Coefficient  Std. Error  t-Statistic Prob.
SIG_INVERSE 3411.280 79.31392  43.00986 0.0000
XSIGMA 153.4786 16.64418 9.221162 0.0000
R-squared 0.965669 Mean dependent var 4.373500
Adjusted R-squared 0.960764 S.D. dependent var 0.671417
S.E. of regression 0.132994 Akaike info criterion -1.003889
Sum squared resid 0.123813  Schwarz criterion -0.960062
Log likelihood 6.517502 Durbin-Watson stat 1.206883

de. | Zd'I , o @ | O adda 5]’9/:& 19/ .
NIUNNIUM o, W AuEIUNINENNREWIUIL 2DvveN lE @amsla White
Heteroskedasticity-Consistent Standard Errors & Covariance WLasdinsldiushaensfislang vy
uaﬂmﬂéﬁaaﬂaﬁﬁmmﬂmjuﬁa M4 White Heteroskedasticity-Consistent Standard Errors &

Covariance 9133 351 5vAvEMWYNTLMS Transform model 2$mM3 Transform model Svanel

| . l l l ° i 1 7
wn Igfun ms weighted ¢y —, —— , —, mavhlsae/lugtl log-log, athslsfimumeay]4is

XX

Transform data figseiisnsaesa i
(1) ez innungbssslafasdaahan 4lums Transform model aehalsfions
mesnsavh dlaemausssnsmszndie Squared residual fushuLsasENsL&g
|G [ v € A 1A v w6
HifluenudiusuuslevEe lfanadmng
(2) Log-Log Transform VLaJmmiﬂgﬂ@ﬁJmﬁﬁmG'T’JLL‘]JWHN%%@G'T’JLL‘]hﬁﬂisLﬁﬁuquﬁ
P A Ve LA A A oy 9 v A
ugifansnanides lalaams Lanenasi K mmmmmwquamvlﬁhmt,mmﬂm Wah

Tkeivang Y w3a X Afhugudlsifiensnnniigud
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(3) M4 transform model aaagy ¥iAe Spurious Correlation Wun3th
YIX, =B/ X)+f, & ¥ /X, Smaseitusiu 1/.X

(4) lums transform model avdsfiemamaduemustinse it lunsdinsnnesnazhs
Taisn

§mehsms transform model n3dlfintlam Heteroscedasticity Aansanandasalu

M 27 %qmmm@nﬂm@%aajai@ﬁ http://www.kaset51.com (aanmidaenasUsznaums

o) lusda Transform Model Table 11.5

M99 27 R&D Expenditure in the USA, 1988 ($,millions)

OBS SALES RD PROFITS
1 6375.3 62.5 185.1
2 11626.4 92.9 1569.5
3 14655.1 178.3 276.8
4 21869.2 258.4 2828.1
5 26408.3 4947 2259
6 32405.6 1083 3751.9
7 35107.7 1620.6 2884.1
8 40295 .4 421.7 4645.7
9 70761.6 509.2 5036.4
10 80552.8 6620.1 13869.9
11 95294 3918.6 4487.8
12 1013141 1595.3 10278.9
13 116141.3 6107.5 8787.3
14 122315.7 4454 1 16438.8
15 141649.9 3163.8 9761.4
16 175025.8 13210.7 19774.5
17 230614.5 1703.8 22626.6
18 293543 9528.2 18415.4
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NN 27 iaziszsnaEum sy RD U SALES 9T nguasieen e 28

MTNN 28 HAMIAATLAFNMINATNLSENTS RD U SALES

Dependent Variable: RD
Method: Least Squares
Date: 02/21/07 Time: 22:59

Sample: 1 18
Included observations: 18
Variable Coefficient  Std. Error  t-Statistic Prob.
C 192.9931 990.9858 0.194749 0.8480
SALES 0.031900 0.008329 3.830033 0.0015
R-squared 0.478303 Mean dependent var 3056.856
Adjusted R-squared 0.445697 S.D. dependent var 3705.973
S.E. of regression 2759.153  Akaike info criterion 18.78767
Sum squared resid 1.22E+08  Schwarz criterion 18.88660
Log likelihood -167.0891  F-statistic 14.66916
Durbin-Watson stat 3.015607 Prob(F-statistic) 0.001476
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| Y add @ A 8o LA . a A Mo
1ENg ’oawma‘ummﬁ‘wLﬂwmﬂmwaimﬂmmﬁmm Heteroscedasticity Gﬁ\‘ﬁ/ﬁavl,&l
1oel% White’'s General Heteroscedasticity Test Fath N 28 e square residual

Toeavhantsesnosumariusuls Sales uas Sales” i lilen R? ougasluamed 29

e719%1 29 White's General Heteroscedasticity Test Pueaud 2

Dependent Variable: RES1SQ
Method: Least Squares
Date: 02/21/07 Time: 23:17

Sample: 1 18

Included observations: 18
Variable Coefficient  Std. Error  t-Statistic Prob.
C -6219665. 6459809. -0.962825 0.3509
SALES 229.3508 126.2197 1.817077 0.0892
SALES_SQ -0.000537 0.000449 -1.194952 0.2507
R-squared 0.289583 Mean dependent var 6767046.
Adjusted R-squared 0.194861 S.D. dependent var 14706011
S.E. of regression 13195639  Akaike info criterion 35.77968
Sum squared resid 2.61E+15 Schwarz criterion 35.92808
Log likelihood -319.0171  F-statistic 3.057178
Durbin-Watson stat 1.694567  Prob(F-statistic) 0.076975

daamhen R® = 0.289583 3meh nR°= (18)( 0.289583) = 5.2125 Liawe ladues
df=2 szefutiusheiniaeay 10 Whiiu 4.6052 %@mﬂa@ﬂumm’iﬂq@ Gﬁqﬁuﬂﬁmam@gwwﬁﬂ Siud
il Heteroscedasticity L‘ﬁamﬁmﬁmmGﬁma’nm’oaﬂ%mim@L@ﬂua"ﬂwmma error
variance s lsimmiueh error variance Auasdlduasisianmanld wis 18 dobddadly

Transform Model Wi anmMwdl 14 waazuan e error variance i Samuduiutifudagiu

v W o.lz (% 3.)/ . l 1
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d 1 U, v a
2 - B + B, Jsales, + —— Tulilunsu E-Views dinsfims Generate
\/salesl. \/salesl. /!

\Jsales,

Series Wialiita [ lumaUszanauaamatnediu Sonnnuadien e 30 Waiuiumeen 28 wuh
§ v [ |

ehdnUsvavsanaduiudauinsaemilontu usd Standard Errors Yasamadusienariulaeindilu

91971 28 Tiuasilen Standard Errors WL 0.0083 d3luens197 30 3 ¢ Standard Errors

WY 0.0071

3197 30 Transform Model leel Weighted ¢1el 1/ Sales,

Dependent Variable: RD_SROOT
Method: Least Squares
Date: 02/22/07 Time: 00:09

Sample: 1 18

Included observations: 18
Variable Coefficient  Std. Error t-Statistic Prob.
SALE_SROOT_INVERSE -246.6769 381.1285 -0.647228 0.5267
SALES_SROOT 0.036798 0.007114 5.172315 0.0001
R-squared 0.364889 Mean dependent var 8.855264
Adjusted R-squared 0.325195 S.D. dependent var 8.834378
S.E. of regression 7.257134  Akaike info criterion 6.906286
Sum squared resid 842.6560 Schwarz criterion 7.005217
Log likelihood -60.15658 Durbin-Watson stat 2.885313

uanINA3 Transform Model L&7 WMN14A% White Heteroskedasticity-Consistent
Standard Errors & Covariance ﬁﬂmﬂamﬁma@ﬂmmaﬁ 31 Gafiufuasnsssudislum st
28 WL sy AvSmiauiuReausien Standard Errors JasemsuSieniisduEntay g
Standard Errors 294 Intercept fenanaasinehslsfionammed 31 Tudishaehsuniiosdsdng

iy islumsaemunasihmg W14
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M3 31 White Heteroskedasticity-Consistent Standard Errors & Covariance

Dependent Variable: RD

Method: Least Squares

Date: 02/22/07 Time: 00:48

Sample: 1 18

Included observations: 18

White Heteroskedasticity-Consistent Standard Errors & Covariance

Variable Coefficient  Std. Error  t-Statistic Prob.

C 192.9931 533.9317 0.361457 0.7225

SALES 0.031900 0.010147 3.143815 0.0063
R-squared 0.478303 Mean dependent var 3056.856
Adjusted R-squared 0.445697 S.D. dependent var 3705.973
S.E. of regression 2759.153  Akaike info criterion 18.78767
Sum squared resid 1.22E+08  Schwarz criterion 18.88660
Log likelihood -167.0891  F-statistic 14.66916
Durbin-Watson stat 3.015607 Prob(F-statistic) 0.001476

44

e doefilsart 22 nuniug 2550
econb55@gmail.com

http://www.kaset51.com



